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Three pigeons were exposed first to multiple differential-reinforcement-of-high-rate and differential-
reinforcement-of-low-rate schedules that were correlated with green and red keys, respectively, and
then were shifted to a variable-interval schedule arranged on a white key. In subsequent test sessions,
the variable-interval schedule continued to operate, but green and red keys replaced the white key
in alternate sessions. In Part 1 of the experiment, the variable-interval schedule correlated with the
white key was introduced immediately after the multiple-schedule condition, and the test condition
began 15 days later. This sequence was repeated twice, with a reversal of the correlation of the key
colors with the components of the multiple schedule at the start of each new cycle. Part 2 added a
6-month break between the multiple-schedule history and the white-key variable-interval schedule
followed by test sessions. The procedure was then repeated with a reversal of the correlation between
key colors and multiple-schedule components. In the test sessions of Part 1, all pigeons consistently
responded faster in the presence of the key color most recently correlated with the differential-
reinforcement-of-high-rate contingency than during the color most recently correlated with the dif-
ferential-reinforcement-of-low-rate contingency. Similar but smaller effects were observed in Part 2.
The effects of the reversals in these two parts of the experiment showed that only the most recent
contingency exerted an influence on subsequent responding. The data suggest that this effect of the
most recent history continues to operate on behavior under current contingencies even after a long
lapse of time.

Key words: schedule history, stimulus control, multiple schedules, differential-reinforcement-of-
high-rate schedules, differential-reinforcement-of-low-rate schedules, key peck, pigeons

Current behavior is affected by both cur-
rent contingencies and past experience with
contingencies. Whenever we consider the ef-
fects of successive procedures over time, we
are studying effects of history. For example,
experiments about extinction are concerned
with how the effects of a history of reinforce-
ment continue even after the reinforcement
contingencies that created that history no
longer operate. Thus, historical variables, the
effects of past contingencies, are assumed to
play an important role in the analysis of an
organism’s current behavior.

The present research deals with the effects
of behavioral history on current responding
maintained by variable-interval (VI) sched-
ules of reinforcement (a VI schedule arrang-
es a reinforcer for the first response after a
variable time has elapsed since some event,
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usually the previous reinforcer). The terms
behavioral history and conditioning history are
widely used outside the operant literature, as
in, for example, the complexity of the psy-
chosocial and behavioral history of clients
(Fors & Rojek, 1991), conditioning history as
initial attitudes (Pierce & Belke, 1988), and
natural behavioral history (Parker, 1985).
Conditioning history can include such Pav-
lovian-type conditioning histories as the ef-
fects of preexposure to a conditioned stimu-
lus (Kasprow, Schachtman, & Miller, 1987;
Swartzentruber & Bouton, 1992). Given the
variety of terms and usages, it may be most
convenient for the present article to use
terms such as operant history, reinforcement his-
tory, or schedule history.

The effects of schedule history were inves-
tigated with humans as subjects during the
1950s and 1960s (Long, Hammack, May, &
Campbell, 1958; Weiner, 1964). Since then,
many experiments have been conducted with
rats, and fewer have been conducted with pi-
geons or monkeys. A basic procedure in these
studies is to expose subjects to a certain
schedule of reinforcement and then to eval-
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uate the effects of the exposure on subse-
quent responding under a different schedule
of reinforcement. Weiner (1964), for exam-
ple, first exposed human subjects to either a
fixed-ratio (FR) 40 or a differential-reinforce-
ment-of-low-rate (DRL) 20-s schedule and
then exposed both groups to identical fixed-
interval (FI) 10-s schedules. Fixed-ratio
schedules arrange for the last of a constant
number of responses to produce a reinforcer,
and FI schedules arrange for the first re-
sponse after a fixed period of time to pro-
duce a reinforcer; DRL schedules arrange for
a response to be reinforced only if at least t
seconds have elapsed since the last response.
Preexposure to FR schedules generated high
response rates in FI schedules, and preexpo-
sure to DRL schedules generated low re-
sponse rates in FI schedules. Weiner (1965,
1969) found that humans showed effects of
history even when the response rates were
maladaptive in the sense that they produced
reinforcement loss.

Similar effects of schedule history on FI re-
sponding have been reported with nonhu-
man subjects under many experimental pa-
rameters (Baron & Leinenweber, 1995;
Freeman & Lattal, 1992; Johnson, Bickel, Hig-
gins, & Morris, 1991; LeFrancois & Metzger,
1993; Tatham, Wanchisen, & Yasenchack,
1993; Wanchisen, Tatham, & Mooney, 1989).
In a pharmacological study, the effects of
schedule history on a drug’s effects on FI per-
formance (Urbain, Poling, Millam, & Thomp-
son, 1978) and on VI performance (Nader &
Thompson, 1987; Poling, Krafft, & Chapman,
1980) were also demonstrated, suggesting
possible latent history effects, in which his-
tory shows its effect only under special cir-
cumstances. Several studies examined the ef-
fects of various kinds of operant histories on
responding under schedules other than FI
and VI (Alleman & Zeiler, 1974; Cohen, Ped-
erson, Kinney, & Myers, 1994; Messing, Klev-
en, & Sparber, 1986) and on the effects of
drugs on punished responding (Barrett,
1977; Tatham, Gyorda, & Barrett, 1993).

Some limitations of the procedures in most
of the experiments with humans and non-
humans described above have been pointed
out by Freeman and Lattal (1992). One lim-
itation is that comparisons of different histo-
ries were limited to those between different
groups of subjects: Different groups of sub-

jects were provided different histories, there-
by permitting only across-subject compari-
sons. In typical procedures on schedule
history, each of two groups was first exposed
to different schedules (FR or DRL) and then
both were shifted to the same FI schedule
(Weiner, 1969). Recent studies have im-
proved procedures so that more appropriate
comparisons can be made, for example, by
introducing control groups (Baron & Leinen-
weber, 1995; Cohen et al., 1994; LeFrancois
& Metzger, 1993; Tatham, Wanchisen, & Ya-
senchack, 1993).

Freeman and Lattal (1992) argued that a
technique for comparing the historical effects
of different reinforcement schedules within
individual subjects is preferable because it is
difficult to separate differences in history
from individual differences in response rate
across groups. Freeman and Lattal arranged
parallel histories with two different reinforce-
ment schedules (FR and DRL) for each pi-
geon, with each schedule correlated with a
different stimulus. In Experiments 1 and 2,
parallel exposures to the different schedules
were established in two daily sessions, each
with a different schedule, 6 hr apart. Three
pigeons showed different response rates in
subsequent performance on FI and VI sched-
ules. In Experiment 3, histories of high-rate
and low-rate responding were established by
using a multiple schedule. During a subse-
quent multiple VI VI schedule in which the
components were correlated with the differ-
ent stimuli from the baseline schedule, dif-
ferent response rates occurred.

Another limitation of the previous studies,
including Freeman and Lattal’s (1992), is
that they all examined the influence of prior
schedules on current responding only when
test conditions closely followed the schedule
histories. Insofar as two schedules are consec-
utive, the effect of past contingencies on pres-
ent behavior can be regarded as a kind of
transition state (Sidman, 1960) in which the
organism’s behavior gradually adapts to the
current contingency. This adaptation can be
regarded as the result of the diminishing ef-
fects of the prior schedule and the increasing
effects of the current schedule correlated
with a particular discriminative stimulus. It
might be interesting, then, to examine the
effects of prior contingencies on current re-
sponding when periods of time away from the
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experimental setting or periods of exposure
to new contingencies in the presence of dif-
ferent discriminative stimuli intervene be-
tween the relevant exposure to a contingency
and the later test for its persisting effects un-
der a new contingency.

The present study examined the effects of
high-rate and low-rate schedule histories es-
tablished within the two components of a
multiple schedule on later multiple VI VI per-
formance. The experiment included two pro-
cedural features that were intended to ad-
dress the limitations mentioned above. One
improvement was that the effects of different
reinforcement histories were measured with-
in an individual subject. Another was that the
schedule history and the test of its effects
were separated by a number of sessions of VI
baseline training in the presence of a differ-
ent discriminative stimulus. The major focus
of the present experiment was first to exam-
ine the effects of successive reversals of the
correlation between discriminative stimuli
and schedule history in the multiple sched-
ule, and second to compare the effects of a
short intervening period (immediate transi-
tion from multiple schedules to VI baseline)
or a long intervening period (6 months be-
tween the multiple-schedule training and the
VI baseline).

The differential-reinforcement-of-high-rate
(DRH) schedule (a DRH schedule arranges
a reinforcer for the response that follows a
preceding response by less than t seconds)
was selected instead of an FR schedule to gen-
erate high response rates within short sched-
ule components. Furthermore, although FI
schedules were assumed to be more sensitive
to history effects than VI schedules are (Pol-
ing et al., 1980), the VI schedule was selected
as the contingency under the test conditions
because it provides a relatively constant re-
sponse rate: The postreinforcement pauses
and systematic rate changes within intervals
in FI performance might have made it more
difficult to evaluate the effects of histories of
high-rate and low-rate responding.

Part 1 of the experiment investigated the
effects of prior multiple DRH DRL history on
subsequent multiple VI VI responding, in
which the schedule training and the history
test sessions were separated by 15 days of VI
baseline sessions. Part 2 investigated the ef-
fect of a long intervening period, in which

experimental sessions were not conducted for
6 months, on behavior in the history test ses-
sions.

METHOD
Subjects

Three homing pigeons, maintained at
about 80% of their free-feeding weights, were
individually housed with free access to water
in a facility with a 12:12 hr light/dark cycle.
All pigeons had an experimental history in
which FI schedules had been in effect in the
presence of a green keylight, extinction had
occurred in the presence of a red keylight,
and VI schedules had been in effect in the
presence of blue and white keylights. Pigeons
had been free feeding for a year and a half
since the previous experiment ended, and
weight reduction began 3 weeks before the
start of the experiment.

Apparatus
A one-key chamber for pigeons was en-

closed in a Gerbrands sound-attenuating en-
closure containing an exhaust fan that pro-
vided ventilation and masking noise. A
response key, 2.5 cm in diameter, was located
in the center of an aluminum panel (30 cm
by 34 cm) 25 cm above the floor. A force of
approximately 0.14 N was required to operate
the key. The key could be transilluminated
red, green, or white. During 3- to 5-s deliv-
eries of hemp seeds, the feeder was illumi-
nated and the keylight was off. Electrome-
chanical control and recording equipment
was located in an adjacent room.

Procedure
In Part 1 of the experiment, the cycle of

multiple-schedule training, VI baseline, and
tests of history effects was repeated three
times, with a reversal of the correlation be-
tween the key colors and the multiple DRH
DRL components at the start of each new cy-
cle. The three components of the cycle will
be referred to as phases. In all phases, a ses-
sion ended after a specified number of rein-
forcers. This number, ranging from 50 to 70,
and the duration of feeder operation, rang-
ing from 3 s to 5 s, were varied, usually across
pigeons but also occasionally across sessions,
to minimize the amount of postsession feed-
ing. Sessions were conducted 7 days a week.
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Phase 1: Multiple-schedule training. Each pi-
geon was exposed to a multiple DRH DRL
schedule. In the first cycle, the DRH schedule
was assigned to the green key and the DRL
schedule was assigned to the red key. This as-
signment was reversed in the second cycle
and returned to the original assignment in
the third cycle.

In training during the DRH component,
the starting value was 0.5 s (a peck was rein-
forced only if it followed the most recent
peck within less than 0.5 s); this value was
gradually decreased to a value ranging from
0.14 s to 0.30 s. The final value varied across
pigeons (0.20 s to 0.30 s for Pigeon 6, 0.14 s
to 0.16 s for Pigeon 7, and 0.20 s to 0.25 s for
Pigeon 8). In training during the DRL com-
ponent, a starting value of 0.5 s (a peck was
reinforced only if it followed the most recent
peck by more than 0.5 s) was gradually in-
creased to DRL 3 s for all 3 pigeons. Dura-
tions of each component were varied from 10
s to 40 s, not including reinforcement time,
over sessions to maintain approximately
equal delivery of reinforcers in each compo-
nent. The two multiple-schedule components
randomly alternated with a probability of .5,
with the restriction that no component could
appear more than three consecutive times. In
each cycle, multiple-schedule training lasted
30 (62) sessions.

Phase 2: VI baseline. Each pigeon was ex-
posed to sessions of VI reinforcement in the
presence of a white keylight immediately af-
ter the multiple-schedule training. The values
of the VI schedules, varying over pigeons and
cycles, ranged from VI 6 s to VI 9 s, and were
based upon mean interreinforcer intervals
over the last 10 sessions of the preceding
DRH and DRL schedules. The VI baseline
sessions continued for 15 sessions.

Phase 3: Tests of the effects of schedule history.
The test phase started immediately after the
15 baseline sessions. During this phase, VI
baseline sessions and test sessions were con-
ducted on alternate days. In the test sessions,
the baseline VI schedule operated; but in-
stead of remaining white, the key color ran-
domly alternated between green and red as
it had in the multiple-schedule phase. Each
green or red component continued for 30 s.
Thus the 19 sessions in the test phase includ-
ed nine VI sessions with a white keylight and
10 VI sessions with green and red keylights.

In Part 2 of the experiment, which imme-
diately followed the last test phase of Part 1,
each of two cycles again consisted of a sched-
ule history phase (multiple DRH DRL), a
baseline VI phase, and a test phase, except
that, within each cycle, 6 months intervened
between the schedule history phase and the
VI baseline and test phases. During the inter-
ruption, each pigeon was provided with free
feeding in its home cage until 15 days before
the start of the VI baseline phase, when re-
stricted feeding began again.

In the first phase of the first cycle of Part
2, which lasted 10 sessions, the DRH schedule
was assigned to green and the DRL schedule
was assigned to red, as in the third cycle of
Part 1. In the second cycle, which began im-
mediately after the test phase of the first cy-
cle, the assignment of schedules to key colors
was reversed, and the first phase was main-
tained for 25 sessions. Other details of pro-
cedure were the same as in Part 1.

RESULTS

Response rates (responses per minute)
over the three phases (schedule training, VI
baseline, and test sessions) of the first cycle
in Part 1 are plotted against successive ses-
sions of the cycle in Figure 1. Session time in
the rate calculation excluded the duration of
reinforcer deliveries.

The differentiation of response rates within
the multiple DRH DRL schedule was rapid
for all 3 pigeons, and a large rate difference
was stably maintained through the end of this
phase. An intermediate rate, somewhat lower
than the average of the prior DRH and DRL
rates, was maintained during the subsequent
VI baseline phase; this rate increased slightly
during the phase for Pigeons 6 and 8. In the
test phase, when all stimuli were correlated
with the same VI contingencies as during the
VI baseline, all 3 pigeons produced relatively
high response rates during green (the former
DRH stimulus) and relatively low rates during
red (the former DRL stimulus). These rates
converged toward the VI baseline rates for Pi-
geons 6 and 7 during the test sessions, but
remained fairly consistently separated for Pi-
geon 8. Even after 10 test sessions, rates dur-
ing green (the former DRH stimulus) were
higher than those during red (the former
DRL stimulus) for all 3 birds.
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Fig. 1. Response rates over successive conditions of Cycle 1 of Part 1, in the multiple DRH DRL schedule, the VI
baseline, and in the test phase for 3 pigeons. In the first phase, the DRH schedule (the final values were 0.20 s for
Pigeon 6, 0.14 s for Pigeon 7, and 0.22 s for Pigeon 8) was assigned to the green key and the DRL 3-s schedule was
assigned to the red key. In the test phase, VI baseline sessions with a white keylight alternated every other session
with sessions in which the keylights were green and red. The values of the VI schedules were 9 s for Pigeon 6, 6 s
for Pigeon 7, and 7 s for Pigeon 8.

The data from the second cycle, shown in
Figure 2, reveal the rapid reversal of the dif-
ferentiated response rates with reversal of the
assignments of the DRH and DRL schedules
to green and to red during the multiple-

schedule phase: For all 3 pigeons, rates be-
came high during red and low during green.
As in the first cycle, responding in the VI
baseline phase began at a rate intermediate
to the high DRH and low DRL rates, and rate
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Fig. 2. Response rates over successive conditions of Cycle 2 of Part 1, in the multiple DRH DRL schedule, the VI
baseline, and in the test phase for 3 pigeons. In the first phase, the assignment of the key color was reversed from
what it had been in Cycle 1: The DRH schedule (the final values were 0.30 s for Pigeon 6, 0.14 s for Pigeon 7, and
0.25 s for Pigeon 8) was assigned to the red key and the DRL 3-s schedule was assigned to the green key. In the test
phase, VI baseline sessions with a white keylight alternated every other session with sessions in which the keylights
were green and red. The values of the VI schedules were 8 s for Pigeon 6, 7 s for Pigeon 7, and 7 s for Pigeon 8.
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Fig. 3. Response rates over successive conditions of Cycle 3 of Part 1, in the multiple DRH DRL schedule, the VI
baseline, and in the test phase for 3 pigeons. In the first phase, the assignment of the key color was reversed from
what it had been in Cycle 2: the DRH schedule (the final values were 0.22 s for Pigeon 6, 0.15 s for Pigeon 7, and
0.22 s for Pigeon 8) was assigned to the green key and the DRL 3-s schedule was assigned to the red key. In the test
phase, VI baseline sessions with a white keylight alternated every other session with sessions in which the keylights
were green and red. The values of the VI schedules were 8 s for Pigeon 6, 6 s for Pigeon 7, and 6 s for Pigeon 8.

differences consistent with the most recent
red and green schedule histories appeared at
the start of the test phase and decreased over
test sessions. Again, even after 10 test sessions,
rates during the former DRH stimulus were

higher than those during the former DRL
stimulus for all 3 birds.

As shown in Figure 3, similar effects of
schedule history were obtained in the third
cycle after another reversal, back to the orig-
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Fig. 4. Response rates over successive conditions of Cycle 1 of Part 2, in the multiple DRH DRL schedule, the VI
baseline, and in the test phase. In the first phase, the DRH schedule (the final values were 0.22 s for Pigeon 6, 0.15
s for Pigeon 7, and 0.22 s for Pigeon 8) was assigned to the green key and the DRL 3-s schedule was assigned to the
red key. In the test phase, VI baseline sessions with a white keylights alternated every other session with sessions in
which the keylights were green and red. The values of the VI schedules were 8 s for Pigeon 6, 6 s for Pigeon 7, and
6 s for Pigeon 8.

inal assignment of DRH to green and DRL to
red. These effects were smaller than those of
the preceding cycles, and for Pigeon 6 the
difference in response rates became negligi-
ble by the end of the test phase. It should be

noted that the rate differences occurred on
almost all test sessions, although the magni-
tude of response-rate differences tended to
diminish across reversals.

Figures 4 and 5 show the data from, re-
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Fig. 5. Response rates over successive conditions of Cycle 2 of Part 1, in the multiple DRH DRL schedule, the VI
baseline, and in the test phase. In the first phase, the assignment of the key color was reversed: The DRH schedule
(the final values were 0.23 s for Pigeon 6, 0.116 s for Pigeon 7, and 0.20 s for Pigeon 8) was assigned to the red key
and the DRL schedule was assigned to the green key. In the test phase, VI baseline sessions with a white keylight
alternated every other session with sessions in which the keylights were green and red. The values of the VI schedules
were 8 s for Pigeon 6, 6 s for Pigeon 7, and 6 s for Pigeon 8.

spectively, the first and second cycles of Part
2. In the first cycle, the rate differentiation
was quickly established in the schedule his-
tory phase. Six months later, the effects of
those histories were small relative to those

found in Part 1. Across all test sessions, only
Pigeons 6 and 8 showed reliable rate differ-
ences that were consistent with the preceding
schedule histories (higher rates during
green, the most recent DRH stimulus, than
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during red, the most recent DRL stimulus).
For Pigeon 7, the VI rate during the baseline
phase was relatively low and rate differences
were inconsistent across the test sessions.

In the second cycle, in which the correla-
tion of rate contingencies with key colors was
reversed during the schedule history phase,
the rate differentiation with reversal of con-
tingencies was again completed quickly. In
the second and third phases 6 months later,
history effects were again small, but they were
more consistent across all 3 birds than in the
first cycle. In almost all test sessions, rates dur-
ing red, the most recent DRH stimulus, were
higher than those during green, the most re-
cent DRL stimulus (the only exception was
one test session for Pigeon 8).

DISCUSSION

Previous studies showed that responding
maintained by current contingencies was af-
fected by earlier contingencies that immedi-
ately preceded them (e.g., Weiner, 1969). Un-
like those studies, the present experiments
examined the effects of remote past histories
on performances on current VI schedules.
Part 1 of the experiment showed that differ-
ent schedule histories in the presence of dif-
ferent stimuli affected current performances
in the presence of those stimuli, even though
current contingencies in the presence of
those stimuli were identical VI schedules.
Three aspects of these findings were that,
first, the history effects occurred even though
the current contingencies were separated
from the schedule history by the VI baseline
and therefore were not contiguous with it;
second, the current responding was strongly
affected by the most recent contingency; and
third, cumulative exposure to the series of
contingencies reduced the magnitude of his-
tory effects. Part 2 also demonstrated that
schedule history has its effects even when that
history has taken place in the remote past (6
months earlier). The relative effects of the
most recent and earlier contingencies in Part
2 were similar to those in Part 1.

On the whole, the findings are consistent
with those of prior studies. For example, in
three experiments, Freeman and Lattal
(1992) demonstrated the persisting effect of
stimulus control history on behavior main-
tained by subsequent contingencies (FI or VI

schedules). One merit of examining history
effects under the same contingencies that are
correlated with distinctive stimuli is that with-
in-subject comparisons among the several dif-
ferent contingencies are possible. Experi-
ment 3 of Freeman and Lattal (1992)
succeeded in this comparison by using a mul-
tiple schedule in which component schedules
that controlled high and low response rates
alternated several times within each session.
Although the schedule parameters were not
the same as those used here (they used mul-
tiple tandem VI FR 10 tandem VI DRL 5 s for
the acquisition phase and VI 100 s or VI 300
s for the test phase), the present experiment
also successfully demonstrated the history ef-
fects with the same contingencies in different
multiple-schedule components within a ses-
sion.

An advantage of the present experiment
was to separate prior exposures to contingen-
cies from exposure to the current contingen-
cy by insertion of the VI baseline phase. In
general, when one contingency changes to
another under the same stimulus setting, the
organism’s behavior is said to be in a transi-
tion state (Sidman, 1960), implying that past
contingencies continue to exert transient
control over current responding.

One finding of the present study was that
pigeons showed distinctive effects of history
even after long periods of time and interven-
ing baseline training in the presence of a dif-
ferent discriminative stimulus. Apparently,
the passage of time without exposure to the
historical contingencies does not weaken
their persisting effects. Examination of the
present data, however, shows that the mag-
nitude of the history effects became smaller
over successive test sessions. In other words,
history effects decreased with continued ex-
posure to new contingencies that operated in
the presence of the old stimuli (Cohen et al.,
1994; Freeman & Lattal, 1992).

A second finding from the present experi-
ments was that with successive reversals of the
keylights correlated with each schedule com-
ponent, the contingency experienced most
recently before the test appeared to exert a
strong influence on subsequent responding.
This was common to history effects after both
short and long interruptions. LeFrancois and
Metzger (1993) found a similar effect when
a remote DRL history had minimal effects
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upon subsequent FI responding, but an im-
mediately prior FR history had a substantial
effect upon FI responding. Those results ap-
pear to be inconsistent with findings from
similar research with humans, who respond-
ed at low rates in FI conditions after a history
under DRL followed by exposure to an FR
schedule (Weiner, 1969). These discrepant
findings regarding the influence of more re-
mote exposure to contingencies may be due
to factors that are correlated with the differ-
ent species of subjects: humans in Weiner’s
(1969) study and nonhumans in LeFrancois
and Metzger’s (1993) study and in the pres-
ent experiment.

A third finding was that cumulative expo-
sures to the several contingencies reduced
the effects of history. This smaller effect with
repeated reversals may be evidence that the
earlier contingencies still affected later re-
sponding, despite the appearance that cur-
rent responding was affected mainly by the
most recent contingency. In other words, the
effect in the second reversal may be smaller
because the large effect of the most recent
contingencies has combined with a smaller
effect of the contingencies from the first cy-
cle, working in the opposite direction from
the most recent contingencies. Branch
(1991) pointed out that although histories
can be arranged or prevented, once they
have occurred they can never be eliminated.
Older behavior sometimes returns even
though it has been absent for a long time,
and this means that earlier histories continue
to have an effect along with more recent
ones.
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